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Abstract. We have developed a general data reduction tedkey words: cosmology: observations — infrared: galaxies —
nigque for ISOCAM data coming from various deep surveys glalaxies: evolution — galaxies: photometry — galaxies: statistics
faint galaxies. In order to reach the fundamental limits of themethods: data analysis

camera (due to the background photon noise and the readout

noise), we have devised several steps in the reduction processes

that transform the raw data to a sky map which is then used )

for point source and sligthly extended source extraction. The !ntroduction

main difficulties with ISOCAM data are the long-term glitchegtier the first ISOCAM results on relatively strong sources (ISO
and transient effects which can lead to false source detectignsa 1996, 315, special issue) it has become clear that the Cam-
or large photometric inaccuracies. In many instances, redy on |SO could achieve more sensitive observations by inte-
dancy is the only way towards clear source count statlstlc_s.g?ating longer, particularly on “empty” high galactic latitude
sky pixel must have been “seen” by many different CAM pixtie|ds. Already sources with fluxes larger than the mJy level can
els. Our method is based on least-squares fits to temporal ¢g{@inely be observed which are 1000 times fainter than previous
streams in order to remove the various instrumental effects. Pfiga g 12m surveys and with a resolution which is 10 times
jection onto the sky of the result of a “triple-beam method” (ONjgher. Reduction of the data requires that effort has to be spent
-(OFF1 + OFF2)/2) obtained from the signal of a given pixgjn dealing with CAM peculiarities which show up at these lev-
during three consecutive raster positions leads to the remo¥@l The now “old” mid-infrared detectors on 1SO, which were
of thg Iow.freq.uency noise. This is thg classical approach Wh&@signed ten years ago, suffer from long-term memory effects
dealing with faint sources on top of a high background. We shquat have to be dealt with, before the noise can be integrated
lllustrative examples of our present scheme by using data takgfiyn. we will show that this is possible because the camera
from the publicly available Hubble Deep Field ISOCAM surveys timately highly linear when stabilised, and the so-called
in order to demonstrate its characteristics. transient effects are highly reproducible under the same condi-
More than thirty sources down to the 60 (resp. 100y tions, and because the zodiacal background, which dominates

level are clearly detected aboverdat wavelengths of 7 (resp.the high galactic latitude sky in the long wavelength (LW) chan-
15) pum , the vast majority at 15:m . A large fraction of these pel, appears to be smooth on the 10 arcsecond scale. As many
sources can be identified with visible objects of median ma§aPortant projects with ISOCAM (several hundred hours from
nitude 22 and K-band magnitude of 17.5 and redshifts betwedff? guaranteed and open time proposals) aim at looking for

0.5 and 1 (when available). A few very red objects could be &Nt extragalactic objects, it is worth developing and demon-
larger redshifts. strating reliable, independent data reduction techniques. Our

approach is complementary to the method presented by Starck
etal. (1998) and Aussel et al. (1997, 1998). We will here present
how the raw data are processed to remove the main instrumental
Send offprint requests t6.-X. Désert effects (Sec{]2), and how the triple beam-switch reduced data
* Based on observations with ISO, an ESA project with instrumerfié€ Projected onto the sky and sources are extracted from the re-
funded by ESA Member States (especially the Pl countries: Fran8l/ting sky map (Sedtl3). At each step, for illustrative purposes,
Germany, the Netherlands and the United Kingdom) and with partitie take examples from the HDF public domain ISOCAM data
pation of ISAS and NASA (Rowan-Robinson et al. 1997). All of our algorithms were de-
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veloped on Dec-Alpha stations using specific routines writteacy to which one knows this flat-field that allows identification
in the IDL language. We then apply the whole ISOCAM dataef faint sources (see Sect. P.4).
reduction method to the HDF specific case and give a list of the Detectable signals from some pixels which are often aligned
faintest mid-infrared sources that have been observed to datetrings result from hits by cosmic ray particles. Most of the
(Sect[#). Finally we briefly discuss the advantages and drasffected pixels recover at the next or second next readout. These
backs of this method and the various ways it could be improveste mainly due to primary and secondary electron energy depo-

sition onto the array.

The affected pixels are found by an algorithm working on

2. The ISOCAM data processing the temporal behaviour of each pixel. Readouts of one pixel
which deviate from the running (14 readouts) median by more
than a threshold value and tend to recover to the normal level by
Raw telemetry from I1SO is converted into different formats arff east 10 percent of the maximum step after one or two read-
delivered by ESA to the community. We chose to start fro@Hts are simply masked for two readouts and excluded from
SPD FITS files. This means that the pair of reset and end_&rther Signal extraction. The threshold value is set by anumber
integration images are already subtracted. The CISP (alm@gpically 3) times a running window (14 readouts) standard de-
raw) data are read into a dataset which contains, along with ¥iation of the pixel signal, where the most deviant values have
data cube (of size 32 by 32 by the total number of readouts)P@en excluded from the rms computation. This algorithm was
header describing the context of the observations, and variégsted in various cases, and in particular against false glitch de-
trend parameter arrays (CAM wheel positions, various 1SO tirfction around the typical signal of a moderately strong source.
definitions) which are or are not synchronised with the imagddg9:[3 shows an example of the temporal behaviour of one CAM
An important trend parameter set is the pointing informatid?ix€l as a function of readout number.
from the ISO satellite which is read from the appropriate [IPH The number of glitches, or more precisely, the number of
(ISO Instrument Pointing History) FITS file and appended to tigadouts which are affected by the masking process, is typi-
raw dataset. The equatorial right ascension (RA) and declinatisily 9 per second over the entire array of 992 alive pixels: e.g.
(Dec) coordinates (in the J2000 system) pointed to by the cerfit#ing an integration time of;,,; = 36 camti = 5 seconds, at
of the camera suffer from some noiseo{ corresponding to any time 45 pixels cannot be used for measurement. This num-
a real ISO jitter). These are smoothed with a running kerrie@r varies by at least 15 percent apparently depending on the
with a FWHM of 2 arcseconds which give a relative pointingatellite orbiting position. Accumulated glitches cause a notice-
accuracy better than one arcsecond (Big. 1). The pointing dalde increase in the noise or an unreliable measurement. We
are synchronised to the dataset cube of images by using tiftiés decided to mask an isolated “good” readout value if it is
UTK time that is common to CISP and IIPH files. Data arbetween two successive glitches. The energy deposition has a
usually taken in a raster mode where a regular grid of poiming@ntinuum distribution that goes down to the intrisic noise level
on the sky is done successively. Care should be taken not to @k#he camera. For the method presented here, any undetected
the on-target flag delivered in the CISP file. This flag is set faint glitch contributes to increase the statistical noise and to
one when the acquired pointing is within 10 arcsecond of theodify slightly the signal.
required raster pointing. This flag is obviously too loose if one
uses the 6 or, even worse, the 3 arcsecond l&r‘i’sarcsec_onq 2.2.2. Slow glitch correction
radius of pointing tolerance is used here for our own criterion.

At this stage the data in the ISOCAM internal units of ADU'hese are the most difficult to deal with. They are the main
(Analog-to-Digital Units) are converted to ADUG units by simlimitation in detecting weak point-like or extended sources and
ply dividing by the gain (equal taF2-t>c-6A1N) A ibrary dark —are thought to be due to ion impacts. These impacts affect the
image is then subtracted, the accuracy of which is not relevpgponse of the hit pixels with along memory tail. Slow glitches
in the following. In the next three sub-sections we consid@fe of three types: 1) Positive decay of short time constant (5-20
each pixel as individual detectors and analyse their tempo$g§Fonds), 2) Negative decay of long time constant (up to 300
behaviour without regard to their neighbours. A mask cube $¢conds) 3) A combination. It is possible that positive decay

the same size as the data cube is used in parallel to flag the @4tghes are due to an ionisation or energy deposition which
which are affected by various damaging effects. does not saturate the detector. Negative ones may have started

with saturation (which is not apparent in the readout value) and
) _ ) hence cause memory effects, an upward transient of a type not
2.2. Removing particle hits very different from the usual CAM transient starting from a low
flux.
Fig. 4a shows the effect of slow glitches. In Fig. 4b the
At first glance (FiglR2), any readout obtained with ISOCAM natorrected signal is shown along with the used mask. To detect
containing strong sources (fluxes larger typically than about &@w glitches we correlate a running template of a typical glitch
mJy in the broad filters) clearly shows the flat field response biong the temporal signdD; of a given pixel. A maximum in
the pixels to the zodiacal background. Ultimately, it is the accthe correlation indicates a potential glitch at ggyThis is then

2.1. Reading the raw data

2.2.1. Fast glitch correction
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Fig. 1.1SO pointing history taken from [IPH22701702. Consecutive points are separated in time by half a second. The positions in RA and Dec
(2000) are smoothed whita 2 second temporal kernel. One must mask out readouts which were taken when during some part of them, ISO was
moving.

analysed with a least-square method in order to find the beshstants of 15, 30, and 60 readouts for negative glitches (Type
decay time constant: one minimises thequantity defined by 2 glitches). After a glitch is found at a significant level, and the
2 9 . exponential tail is corrected everywhere aftgrwe mask (i.e.
Lz = Zew(De — My)” with @ we will not further use) the readouts for times betwegand
M, = A+ Bt + H(t — to)Gexp (- (t - to))7 ) Fhe timet; vyhere thg ampl?tude of the exponential correction
T is above twice the pixel noise per readout. An example can be
whereD; is the raw temporal data signal of a pixe},the weight found in Fig[Zaand]b.

(0 or 1, defined by the previous masking of fast glitchés), . , )
the glitch model to fit, and, is given. Hence, the variables Typically one new slow negative glitch appears somewhere

B, G, andr are found # is the Heaviside jump function). on the camera every 1.2 second. It§ intengity aries from 5
If the fit is satisfactory, we subtract the exponential part & 20 ADUG. The time constant varies from 20 to 200 seconds
the fit up to the end of the temporal signal. To assess whetk#p iS typical). Positive glitches are 10 times rarer.
the fit is satisfactory or not, we also calculate the least-square
L, corresponding to a linear baseline without the exponential
part. We found that, a potential glitch can be taken as valid4f3- Removing transient effects: a simple correction technique
L, < Ly/2. Most of the time, the glitch beginning at tinig
corresponds to a previously detected fast glitch. ISOCAM, like many other infrared detectors, suffers a lag in
Type 1 glitches can be removed with the previous methdd response to illumination. Fortunately, the LW detector has
but, sometimes, the same method also removes real sourceaigignificant instantaneous response- 0.60 i.e. a jump in
nals (for example, if there is a downward transient when a pixalightness is seen at once by the pixel at the level of 60% of the
leaves a source). We thus leave Type 1 glitches to be remogéep relative to its stabilised asymptotic value. The remainder
later in the method. Type 3 glitches are not dealt with at tlod the signal is obtained after a delay which is inversely propor-
moment. The running template to detect a glitch and find itienal to the flux. In a first approximation, Abergel et al. (1996)
starting timet, is a simple exponential with successive timéave modelled this phenomenon with:
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Fig. 2. A sample of elementary successive images with the ISO 32 by 32 pixel LW camera taken from the CISP22701702 data set, number
100 to 148 (starting at 0). After each image, a mask deduced from the short deglitching algorithm shows the numerous impacts of cosmic rays.
(Configuration of the camera is LW3 filter, LGe6 lens, 36 camtu (=5 seconds) of elementary integration time.)
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The correction helps in improving the calibration accuracy
because it gives the proper stabilised value that can be directly
ky = aly ~ aDy, (4) tied to a response measured on bright stabilised stellar stan-
) ) ) ) dards. It also removes ghosts of sources which otherwise can
where the measured signa); at timet is a function of the stj| be seen after the pixel has been pointed away from the
illumination I;» at previous times, and source to its next raster position (see Fig. 5a). We believe this
a = 1200 ADUG'readout !, (5) correction works best for faint sources, the main objective of the
present study. The correction is not yet perfect and further un-
where an ADUG is the CAM analog to digital unitnormalised byerstanding of the camera lag behaviour will certainly provide
the used gain. The approximation foin Eq[4 makes it possible improvements in the final calibration.
to invert the triangular temporal matrix. The inversion algorithm
is independent of the position of the satellite and makes no
a priori assumption as to the temporal evolution of the pix&l4. Removing long term drifts: the triple beam-switch method
intensity history. It also preserves the volume of the data cube.
An example of arelatively strong source is shown in Eig. 5a. TAde data cube should now contain a signal in the unmasked
inversion (gettingl from D) yields the result shown in Fifl 5b.areas, which is almost constant for a given raster position and a
The inversion apparently enhances the high frequency nois@bfen pixel. At this stage, we remove most of the slow positive
the pixel but thesignal to noise ratistays constant because thglitches for a given pixel
overall ISOCAM calibration must be updated after the transient
correction has been applied.
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Fig. 3. Temporal evolution of the raw signal (in ADUG i.e. Analog-to-Digital Units divided by the gain) from camera pixel 15, 15 (starting at
0, 0) taken in CISP22701702 (abscissa is in readout number starting at O for the first readout of the datzegbanel - A mask of readouts
affected by fast glitches as deduced by the algorithm described in the text (dotted verticaltimes) panel - the raw data

1. by computing the standard deviation found inside each carumber proportional to the timewhich runs along the 3 current
figuration (i.e. one raster position) and by taking the mediaaster positions centered at the mid time), by minimising:
average of this deviation for all configurations.

2. by masking a readout if it deviates by more than 4 times this = Z wi(D; — (a + bt; + up;))?, (6)
typical noise from the median level of its configuration i

. wherew; is 1 for valid readouts and 0 for masked readouts or
The value of 4 was found by trial and error. readouts which do not belong to the three current raster posi-
We are then left with a data cube where all or almost all “bagipns e.g. when 1SO was moving (see SECH. 2[1)is the pixel
pixels have been masked and therefore are not used furthersfgﬁm at readout. p; is the template of a source, typically a
there is still some low-frequency noise for each pixel, we dgyuare pattern (0...0, 1,...,1,0...0) template, where the ones are
not feel ready yet to project the total power value of each pixgbt for the central raster position. The best, andu are there-
on the sky but instead we prefer comparing the values duringge obtained from the minimisation dfs. The method gives
raster position to the values in the two adjacent raster positigi}$ estimate of the noise on thg, by, andw, parameters by
seen by the same CAM pixel. This is the classical approach §suming that roughly?> = = Lsy/(Y, w; — 3) (because 3 pa-
dealing with low-frequency noise. Itis usually adopted when thgmeters are fitted) so that the noise per readotitisd Ls;, is
background is much stronger than the sources: a regime Whiiained from formull6. The value of (simplified tow in the
has long been the case in infrared astronomy and which is n@Wowing) corresponds to the best estimate of the average signal
appearing even in optical astronomy. This approach has begneach pixel and raster position. The associated nejsand
pioneered by e.g. Papoular (1983). Ls; are recorded for a given pixel at a given raster position. The
This is done with the following least-square method whichincertainty on the pixel signal, is itself quite noisy for a given
is independently applied to each pixel (wheris the readout raster position so in fact we replace it by the median otrall
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Fig. 4a and b.Temporal evolution of the raw signal (in ADUG) from camera pixel 16, 15 (starting at 0, 0) taken in CISP22701702 (abscissais in
readout number starting at 0 for the first readout of the datasB8w signal (except for the removal of the first camera overall transient which

can be seen in the previous figuteYhe signal after the removal of slow glitches and the adapted mask (40 is for a fast glitch, see Skct. 2.2.1,
and 80 for a slow glitch,see Selci. 212.1): a non vanishing mask corresponds to a value which will not be used for further processing, masked
values are not shown. The dip near readout 1250 is not corrected at this stage.

foun

d during the raster for that particular pixel (the quality of thihat the noise of the triple beam-switch methog/i8/2 worse

fit Ls, is modified accordingly). As a complementary and verghan for an absolute measurement (in case the flat field were
effective glitch removal, we mask the signal of a given rastperfectly known). But the low-frequency noise is here largely
position if its Ls; deviates by more than a factor 2 from the pixeduppressed which overbalances the loss of sensitivity, which

med

ian value across all rasters or if the number of points usadorinciple costs an integration time longer by 50 percent on

for the fit is less than a factor of 0.6 times the median value. Narget.

dete

ction of a point source is made at this stage. Hence, the data

cube is reduced to a few values per raster position and per pieprgjection onto the sky and extraction of sources

of th

e camera. For the first and last positions of the raster, we

use a 2-beam differencing scheme similar to the 3-beam scheirle Projection onto the sky

pres
post

ented except that no slopean be found. We checked, arne reduced cubej can now be flat fielded (FF). Notice that
eriori, that the distribution of all the values of the sigmal 5 this stage the FF only applies to values which are close to

divided by their respective noise, precisely follows areduced ;¢ ang that the precision for this FF is not critical. Actually,

Gau
15p

ssian (actually we slightly overestimate the noise by UP{Q, method outlined above provides a natural FF for the data,
ercent), except for the few pixels affected by sources. Thigmely the median of the fitted background (as given by the

is strong evidence that white noise dominates the output of this, ap + byti. applied to the central time of each raster) along

algo

rithm. all raster positions. By convention (ISOCAM Consortium), the

Note that the standard raster averaging method followed Bl is normalised to one in the central 144 pixels of the camera. A
ON-(OFF1+0OFF2)/2 differencing scheme would have workesthrk removal is required only for this FF (see SEcil. 2.1); thus, no

inm
inde

ost situations except that here the noise can be estimgteecise dark is really required in the entire reduction procedure.
pendently, the least square statistics can be used as an effbe-dark level, even if it slowly fluctuates, is removed by the

tive glitch removal, and, in the case of several randomly placbdam-switch technique. The FF is applied to both the data and

mas

ked values the baseline removal is better defined. Note alsonoise cubes(andos,,).
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Fig.5. aThe transient phenomenon of ISOCAM is illustrated on a relatively strong source taken from ISOCAM guaranteed time deep surveys.
The signalD; is shown in ADUG as a function of readout number. Eight ISO raster positions are within the plot. At readout 575, just after ISO
moved, the pixel (22, 28) instantaneously responds to the illumination added by a (rather strong) source on top of the zodiacal background, but
it also has a long lagged response (mask is in dotted line). After ISO moved to the next raster position, one can still see the memory effect of
the sourceb The recovered illumination historf of the same pixel after inversion of the transient model [Eq. 4). The solid line is the result of

the triple-beam switch fitting (E] 6, only the central part of the three-leg best fit of each raster position is shown for simplicity). The fit is done
on valid readouts within each raster position, as delimited by the vertical lines. No sources in the HDF can be seen as vividly as here because
they are much fainter.

The data are then projected onto a sky map (RA, DEGB:2. Detection of point-sources and photometry
epoch 2000) with a closest pixel method and fine sampled pixels
(we use 1.5 arcsecond pixels on the sky for the 6 arcsecdwl far, no bias has been introduced against positive or nega-
lens, an integer multiple so that the method preserves fluxes)ive (if any!) flux sources, extended or point sources, except
projection of each CAM raster plane is done by using the raster sources more extended than the raster step for which the
central position (RA, DEC) and roll angle (ROLL) from thebeam-switching reduction technique is not appropriate. A side
IIPH raster averaged values. Corrections are done for the sligtgfiect of the method is to leave negative sources of half flux
distorted camera field-of-view. A gnomonic projection type igear any positive source along the raster direction at a raster
used as with IRAS. Usually a pixel on the sky has been measufégp distance. Indeed, the fitting algorithm of Sect. 2.4 will find
by different pixels of the camera. We use an optimised averagiagiegative signal of minus half the central value, on the raster
of these different measurements with a2 weighting. A sky Positions that are adjacent to a strong positive signal position. A
noise map is then also deduced from this optimised averagiftpre sophisticated algorithm would be required near the con-
A scaling is applied to this sky noise map in order to take infgsion limit.
account the correlation of noise in the oversampled sky pixel point sources are searched for with a top-hat 2 dimensional
map across each camera pixel extension. wavelet. A 2D Gaussian of fixed width is then fitted (with a sim-
ple least square method) around the candidate position on the
sky map in intensity and position along with a flat background
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Fig. 6. LW3 grey scale map of the HDF-2 raster. The contour is at about thiegel. Black corresponds to about 300y per beam, white to
0. Following maps are done on the same scale.

Table 1. : HDF-2 LW?2 list of significant sources at tf$er level found in the raster with TDT no 22401501, corrected by -1.90, -1.80 arcseconds

Name o 8 F1 Vi SIN1 F2 u2 SIN2 F3 u3 SIN3 Ft Ut SINt Q1 Q2
hr mn sec deg ' ndy pdy ndy ndy ndy pdy ndy ndy

HDF-2.LW2_1 12 36 46.4 62 14 3.4 91. 26. 3.6 32. 26. 1.2 82. 26. 3.1 69. 15. 4.6 4 4

HDF-2.LW2.2 12 36 48.3 62 14 26.4 50. 29. 18 100. 27. 3.6 133. 27. 5.0 96. 16. 6.0 4 4

HDF-2.LW2_3 12 36 49.7 62 13 46.9 11. 26. 0.4 79. 27. 3.0 59. 26. 22 48. 15. 3.2 4 4

HDF-2LW2_4 12 36 52.3 62 13 14.9 25. 27. 0.9 41. 27. 15 82. 26. 3.1 49. 15. 3.2 4 4

(see a discussion by Irwin, 1985). For the HDF, we have usedthe flux is deduced from the error sky map that was produced
an 8 arcsecond (resp. 4) FWHM Gaussian for the 6 (resp.iB)the previous section. Fluxes inJy are obtained by divid-
arcsecond lens. This routine was implemented to deal with barky fluxes by the integration time per readout (ADWG/) and

the undefined values, which are scattered around because offteeconversion table in the ISOCAM cookbook multiplied with
masking applied to the data cube and its projection onto the sa, efficiency factor which happens to be unity (the temporary
and the non-uniform noise maps (affecting the weight of each 0.8 absolute calibration for stabilised point sources quoted
pixel in the fit in the optimall /o2 way). The final flux of a by Cesarsky et al. (1996) has since been revised upward). The
source is given as the 2D Gaussian integrated ADUG. The erfloxes are then scaled by a number 1.83 (resp. 1.87) for LW2
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Table 2. HDF-4_LW?2 list of significant sources at tt8 level found in the raster with TDT no 22401305, corrected by 0, 0 arcseconds

Name e & F1 ul SIN1 F2 u2 SIN2 F3 u3 SIN3 Ft Ut SINt Q1 Q2
hr mn sec deg ' ndy ndy nly nly ndy ndy ndy ndy

HDF-4.LW2_1 12 36 36.8 62 12 10.8 62. 44, 14 152. 40. 3.8 33. 43. 0.8 85. 24, 35 4 4

HDF-4.LW2_2 12 36 37.3 62 11 30.6 330. 92. 3.6 177. 77. 2.3 43. 75. 0.6 172. 46. 3.7 4 4

Table 3. : HDF-2_LW3 list of significant sources at tt#z level found in the raster with TDT no 22701702, corrected by -1.20, -4.10 arcseconds

Name « 5 F1 Ul SINL F2 U2 SN2 F3 U3 SIN3 Ft Ut SNt | Q1 Q2
hr mn sec | deg ! Y% ny ndy nly ndy sy ndy nly
HDF-2.LW3_1 12 36 342 | 62 12 306 | 337.  147. 23| 209. 133. 16 | 442. 154, 2.9 | 322. 83. 39| 4 3
HDF-2.LW3_2 12 3 362 | 62 13 300 | 182 75. 2.4 | 288. 74. 39 | 289. 73, 40 | 254, 43, 60| 4 4
HDF-2.LW3.3 12 3 392 | 62 14 234 | 53 67. 0.8 | 144. 70. 21| 183 75. 24 | 123 41 30| 4 4
HDF-2.LW3.4 12 3 396 | 62 12 429 | 217. 65. 34 | 231 65. 36 | 403. 65. 6.2 | 284. 37. 76| 4 4
HDF-2.LW3.5 12 3 439 | 62 12 445 | 161 55. 30 | 138. 56. 25 | 264. 56. 47| 188 32. 58| 4 4
HDF-2.LW3_6 12 3 463 | 62 14 39 | 153 55. 28| 49 54, 0.9 | 166. 54, 31| 122. 31. 39| 4 4
HDF-2.LW3_7 12 3 464 | 62 15 302 | 8L 80. 10 | 383 73. 52 | 291. 74. 39 | 256. 43. 59| 3 4
HDF-2.LW3_8 12 3 465 | 62 14 483 | 87 54. 16 | 114. 53. 22| 170. 58. 29 | 122. 32. 39| 4 4
HDF-2.LW3_.9 12 3 484 | 62 14 264 | 308 53. 5.8 | 241 54. 44 | 219 55. 40 | 256. 31. 82| 4 4
HDF-2LW3.10 | 12 3 493 | 62 14 5.5 52. 56. 0.9 | 167. 57. 29| 73 54, 13 98. 32, 30| 4 4
HDF-2LW3.11 | 12 3 497 | 62 13 130 | 259. 53. 49 | 260. 51. 5.1 | 243. 52, 47 | 254. 30. 85| 4 4
HDF-21W3.12 | 12 3 511 | 62 13 170 | 174. 53. 33| 67 51. 13| 44 54, 0.8 95. 30. 31| 4 4
HDF-2LW3.13 | 12 3 518 | 62 13 541 | 142 54. 2.6 | 238. 53, 45| 112, 54, 21| 165, 31. 53| 4 4
HDF-2LlW3.14 | 12 3 539 | 62 12 536 | 109. 52. 21| 183 53. 34 | 163. 55. 29 | 151. 31 49| 4 4
HDF-2LlW3.15 | 12 3 579 | 62 14 565 | oL 60. 15 | 147. 66. 22 | 266. 62. 43| 165. 36. 46| 4 4
HDF-2LW3.16 | 12 3 600 | 62 14 532 | 276. 62. 45| 352, 65. 54 | 268. 65. 42 | 299. 37. 81| 4 4
HDF-2LW3.17 | 12 37 25| 62 14 43 | 196. 61. 32| 188. 67. 28| 187. 63. 30 | 190. 37. 52| 4 4
HDF-21w3.18 | 12 37 49 | 62 14 312 | 115 76. 15| 181 79. 23| 120. 78. 15 | 137 45. 31| 4 4

(resp. LW3) that was determined by simulating the ISO PSF, it5,) and flux uncertaintyl( s, Uz, Us;) of each source found
modulation by the triple-beam method (that produces negatinehe total map (of fluxt;; and noisd/;,) at the same position.
half-flux ghost sources on the sides) and the Gaussian fit witkMa define the quality)1, of a source as the highest ranking
fixed FWHM, in order to recover the whole camera efficiencgondition that it meets, according to:

Fluxes are given at the nominal wavelength of 6.75 (resp. 1 .

pmwith an assumed spectral dependeitex ! (IRAS 6315 = 4if [Fy — Fs| < 20,
convention). After the strongest source is found and its Gaus- = 3if [Fis — Fis| < 3Uis
sian flux removed from the map, one repeats the Gaussian fitting =2if |Fis — Fys| < 4Uss
procedure to find the next source. It is then removed and one  _ 1 if ;. > 3U;, and F;, > 5U.
iterates the method in order to produce a catalogasfdidate
sources with position, flux and errors.

= 0 otherwise, @)

where the condition must hold for all the 3 subraster inélex
(from 1 to 3). Clearly, the quality from 2 to 4 gives an increas-
ing confidence in the source reliability. We added the level of
The Gaussian fitting allows going to the faintest level of poirit for strong signal-to-noise sources which can be otherwise
source detection but misses part of the flux if the source is @topped because the flux reproducibility (and not the statisti-
tended. We can also compute a fixed aperture photometric fiat significance) is then more difficult to achieve: this source
in order to check for possible extensions with different apenoise happens because of the I1SO jitter, the errors in the pro-
tures (although for the particular HDF ISOCAM data we hayection process and the undersampling of the PSF. We define
not done so because of the small raster steps). These flixegecondary qualit@2, criterion for low redundancy surveys
are noisier but they allow a more appropriate measurement émcording to the same logic as E§. 7 but keeping only the two
extended sources. Geometric parameters can also be dedflogd/alues with the lowest noise out of the 3 subraster fluxes.
following the methods of Jarvis & Tyson (1981) and Williams The reduction of several independent surveys of the same
et al. (1996). area (slightly shifted if possible) allows a control of systematics.
The relative photometric accuracy is generally achieved at the
ten percent level while the absolute photometric accuracy is
not better than the thirty percent level (as deduced from weak
The redundancy factor (the number of times a sky pixel was semlibrated stars and using the known linearity of the stabilised
by different pixels on the camera) is a key factor in deciding tliemmera). It seems that stronger sources do not have better signal-
reliability of sources. So far we have kept as reliable candidatesnoise (than say 30) because other errors (the source noise
those sources which have been covered during at least two rastentioned above is proportional to the signal) can occur. We
positions by unmasked camera pixels. Quality criteria on tf@nd that sources in common in the different surveys agree
photometric consistency can then be given to each point-sounas! in position (say within a CAM pixel or two). At present,
candidate. For this purpose, we can independently project thilee comparison of various ISOCAM datasets with other surveys
subrasters made out of every third raster values ofutbabe (in optical and radio) confirms the astrometric precision of 6
onto the sky. For each subraster, we measure the fiux 5;, arcsecond radius at ti2e level.

3.3. Detection of slightly extended sources

3.4. Reproducibility
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Fig. 7. HDF LW3 grey scale map of the HDF-3 raster. Contour and greyscale are identical to the previous figure.

4. The HDF data analysis axes (see Fi] 1). Each LW2 (resp. LW3) raster position is made

of resp. 9to 10 (19 to 20) readouts of 72 (resp. 36) CAMTU (10
The data in the public domain on the Hubble Deep Field amd 5 s resp.) integration times. Talilés 1 Ahd 2 and Talés 3, 4,
the LW2 (6.7um ) and LW3 (15:m ) ISOCAM-LW bands are & Elgive the details of potential sources with a quality different
analysed here with the method outlined above. Early results &am 0 (eitherQ1 or Q2) for each ISO raster (no significant
given by Rowan-Robinson et al. (1997). The data were takensource was found with LW2 in the third HDF quadrant). The
three rasters for each wavelength centered on the optical cemdrce positions for each raster are corrected by an absolute as-
tre of the Hubble Space Telescope WFPC quadrants numtsemetric offset. This offset was determined from the sources
2, 3 and 4. The 3 arcsecond lens was used for LW2 and theBich are detected in several rasters, the optical identification
arcsecond lens for LW3. The LW3 rasters are therefore largdédy the primary astrometric corrector is a 19.5 magnitude object
overlapping. Adjacent raster positions are separated by resgwih a redshift of 0.139, Cowie et al. 1998) situated at (J2000)
and 9 arcseconds, roughly a pixel and a half apart. The resultiRg= 12 36 48.33 and Dec= 62 14 26.4 at the upper part of the
triple beam-switch method that we apply may miss a fractig#DF, which is detected at both wavelengths. Note that we could
of the flux (although we have tried to evaluate it in SEcfl 3.2)pt coadd LW2 rasters (they do not overlap much anyway) be-
in that particular case, especially if there are extended objedause of the lack of common sources or well identified sources.
Each raster is made of 8 by 8 positions aligned with the camera
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Fig. 8. HDF LW3 grey scale map of the HDF-4 raster. Contour and greyscale are identical to the previous figure.

Figs.[6[7 and18 show the 3 independent LW3 rasters with i- Discussion
tensity in greyscale and & contours. One can notice at once
the large consistency between the 3 independent datasets irBsgentially, the LW2 survey yields only two sources above the
overlapping area. Fifl] 9 shows an f814 HST image of the HBIFr level of confidence. They both have an LW3 couterpart. We
(Williams et al. 1996) superposed by a 8ontour of ISOCAM conclude that at the 60Jy level, there are 2 (say at most a few)
after shifting and optimally coadding the three individual LW3ources in the 11 arcnfirmain area of the HDF, a result at odds
rasters. Tablg]6 presents the final list of objects detected in thigh the numerous sources found by Goldschmidt et al. (1997).
LW3 coadded map. Fig. 10 shows a K-band IRIM image of thEhe discrepancy has been addressed by Aussel et al. (1997).
HDF (Dickinson et al. 1997) superposed by & 8ontour of We note that almost all LW2 sources have an LW3 counterpart.
the same ISOCAM LW3 total map. It is clear that the sourcd%is small number of sources is not in disagreement with the
in the final catalog (Tablg] 6) that are not in one or two of ths sources found in a different region but with a similar area
raster tabled{3]4, &15) are simply outside or at the edge of thg Taniguchi et al. (1997) at a sensitivity level twice to 3 times
corresponding observed area. better than here in the same LW2 filter. The sensitivity level is
here achieved with 1.7 hours of integration per sky pixel of 3
arcseconds. In the following, we concentrate on the LW3 results
which, because of the larger number of sources, gives a better
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Table 4. : HDF-3_LW3 list of significant sources at tf$er level found in the raster with TDT no 22701604, corrected by -1.20, -7.10 arcseconds

Name «@ B F1 Ul SIN1 F2 u2 SIN2 F3 u3 SIN3 Ft Ut SINt Q1 Q2
hr mn sec deg ' nly nly ndy ndy ndy ndy pdy nly
HDF-3.LW3_1 12 36 39.4 62 12 44.0 349. 83. 4.2 137. 81. 1.7 213. 83. 2.6 232. 47. 4.9 4 4
HDF-3.LW3.2 12 36 42.9 62 12 8.2 152. 56. 27 133. 59. 2.2 25. 60. 0.4 106. 34. 3.1 4 4
HDF-3.LW3_3 12 36 43.8 62 12 443 241. 56. 4.3 199. 59. 3.3 224. 60. 3.7 222. 34. 6.6 4 4
HDF-3.LW3_4 12 36 46.2 62 11 318 157. 63. 25 276. 59. 4.7 167. 60. 2.8 200. 35. 5.7 4 4
HDF-3.LW3.5 12 36 48.3 62 14 26.4 431. 81. 53 167. 77. 22 253. 83. 3.0 279. 46. 6.1 4 4
HDF-3.LW3_6 12 36 49.8 62 13 117 177. 53. 33 184. 54. 3.4 344. 53. 6.5 236. 31. 7.7 3 3
HDF-3.LW3.7 12 36 51.7 62 13 53.2 140. 57. 25 76. 60. 13 136. 57. 2.4 119. 33. 3.6 4 4
HDF-3.LW3.8 12 36 53.2 62 11 9.3 95. 79. 12 211. 75. 2.8 150. 76. 2.0 147. 45. 33 4 4
HDF-3.LW3.9 12 36 53.3 62 11 33.1 185. 62. 3.0 218. 57. 3.8 132. 56. 2.4 180. 34. 5.4 4 4
HDF-3.LW3.10 12 36 53.6 62 12 50.9 101. 53. 1.9 137. 55. 25 267. 56. 4.8 167. 32. 5.3 4 4
HDF-3.LW3.11 12 36 58.9 62 12 5.2 205. 52. 3.9 200. 55. 3.6 157. 53. 3.0 188. 31. 6.1 4 4
HDF-3.LW3.12 12 37 1.9 62 11 23.1 149. 73. 21 434, 75. 5.8 147. 66. 2.2 239. 41. 5.8 3 4
HDF-3.LW3.13 12 37 3.1 62 14 1.2 112. 71. 16 281. 70. 4.0 188. 71. 2.6 203. 41. 5.0 4 4
HDF-3.LW3_14 12 37 5.8 62 11 51.6 386. 75. 5.2 483. 78. 6.2 234. 76. 3.1 367. 44. 8.4 4 4
HDF-3.LW3_15 12 37 9.4 62 12 34.2 199. 100. 2.0 207. 100. 2.1 292. 102. 2.9 229. 58. 4.0 4 4

Table 5. HDF-4_LW3 list of significant sources at tf8zr level found in the raster with TDT no 22202606, corrected by -1.20, -1.30 arcseconds

Name a 5 F1 Ul SINL F2 U2 SN2 F3 U3 SIN3 Ft Ut SNt | Q1 Q2
hr mn sec | deg ! nly nly nly nly ndy ndy ndy ny
HDF-4.LW3_1 12 36 299 | 62 11 584 | 126. 74. 17 | 227. 75. 30| 3L 75. 0.4 | 130. 43 30| 4 3
HDF-4.LW3_2 12 3 306 | 62 11 05 | 211 88. 24| 33 90. 0.4 | 308. 89. 34 | 184. 51. 36| 4 4
HDF-4.LW3_3 12 3 331 | 62 13 124 5. 78. 01| 231 79. 29 | 209. 77. 27| 146 45. 33| 4 4
HDF-4.LW3_4 12 3 338 | 62 12 30 | 301 54. 5.6 | 287. 55. 5.2 | 426. 56. 76 | 337. 32. 106 | 4 4
HDF-4.LW3_5 12 3 339 | 62 12 338 | 383 62. 6.2 | 283. 63. 45 | 246. 59. 42 | 305 35. 87| 4 4
HDF-4.LW3_6 12 3 341 | 62 13 576 | 127. 97. 13| 161 107. 15| 257. 101 26 | 179. 58. 31| 4 4
HDF-4.LW3_7 12 3 363| 62 12 32 | 241 53. 46 | 136. 52, 2.6 | 168. 54, 31| 181 30. 60| 4 4
HDF-4.LW3_8 12 3 364 | 62 11 230 | 230. 53. 44| 332 53, 6.2 | 291. 54, 5.4 | 285. 31 93| 4 4
HDF-4.LW3_.9 12 3 365 | 62 13 410 | 194. 65. 30 | 186. 68. 2.8 | 269. 66. 41| 216 38. 57| 4 4
HDF-41W3.10 | 12 3 379 | 62 11 42 | 179. 65. 2.8 | 189. 62. 31| 231 60. 39 | 201 36. 56| 4 4
HDF-41W3.11 | 12 3 379 | 62 11 413 | 235 53. 44| 173 56. 31| 163. 54, 3.0 | 190. 31 61| 4 4
HDF-41W3.12 | 12 3 384 | 62 12 512 | 167. 53. 32| 125 53. 24 | 172, 54, 32| 153. 31 50| 4 4
HDF-4.1W3.13 | 12 3 396 | 62 12 433 | 291 53. 55 | 388. 53. 73| 231 55. 42 | 306. 31 99| 4 4
HDF-41W3.14 | 12 3 411 | 62 11 213 | 134 53. 25| 141 54. 26| 131 55. 24| 135 31. 43| a4 4
HDF-41W3.15 | 12 3 427 | 62 13 2.8 32, 56. 0.6 | 161. 57. 28| 111 55. 20| 101 32, 31| 4 4
HDF-41W3.16 | 12 3 438 | 62 12 441 | 228 54. 43| 210 54. 40 | 200. 57. 35 | 215 32. 68| 4 4
HDF-41W317 | 12 3 461 | 62 11 355 | 166. 54. 31| 182. 55. 33| 71 55. 13 | 140. 32, 44| 4 4
HDF-41W3.18 | 12 3 466 | 62 10 398 | 293 73. 40| 369. 74. 5.0 | 167. 74, 23| 217 42. 66| 4 4
HDF-41W3.19 | 12 3 499 | 62 13 121 | 291 56. 5.2 | 240. 54. 4.4 | 256. 57. 45 | 262. 32, 82| 4 4
HDF-41W320 | 12 3 511 | 62 10 240 | 38. 122 32| 371 127. 29| 374 114 33| 376. 70. 54| 4 4
HDF-41W321 | 12 3 529 | 62 11 112 | 131 68. 19 | 241 66. 3.7 | 231 72. 32| 203. 39. 51| 4 4
HDF-4.1W322 | 12 3 533 | 62 11 352 | 108. 61. 18| o7 64. 15 | 174, 63. 28| 127. 36. 35| 4 4
HDF-41W323 | 12 3 538 | 62 12 503 | 170. 54. 32| 152, 59. 2.6 | 102. 55. 1.9 | 140. 32. 44| 4 4

Table 6. List of significant sources at tt8 level found in final combined LW3 map. Positions in J2000 system. Last column indicates likely
associations with an LW2 source (TaBble [I& 2), with the radio source catalog by Richards et al. (1998) and with a visible-IR source with redshift
from the active catalogs by Cowie et al. (1998).

Name a 5 F1 Ul SIN1 F2 u2 SIN2 F3 u3 SIN3 Ft Ut SINt Q1 Q2 LW2,R, z
hr mn sec deg ' pdy ndy ndy ndy Ly ndy ndy Ly

HDFALL LW3.1 12 36 30.6 62 11 0.5 293. 93. 3.2 234. 89. 2.6 6. 95. 0.1 183. 53. 3.4 4 4 R

HDFALL _LW3.2 12 36 33.0 62 13 12.6 217. 65. 3.4 108. 67. 16 172. 65. 26 165. 38. 4.4 4 4

HDFALL _LW3.3 12 36 33.8 62 12 29 411, 54. 7.7 332. 53. 6.2 300. 55. 55 348. 31. 11.2 4 4

HDFALL .LW3.4 12 36 34.0 62 12 33.0 263. 53. 4.9 337. 55. 6.1 342. 58. 59 314. 32. 9.8 4 4 R,1.219

HDFALL _LW3.5 12 36 34.2 62 13 58.2 164. 73. 2.2 83. 73. 1.1 207. 78. 2.6 145. 43. 3.4 4 4

HDF.ALL .LW3_6 12 36 353 62 14 22.1 258. 87. 3.0 207. 93. 22 580. 96. 6.0 338. 53. 6.4 3 4 R

HDF.ALL LW3.7 12 36 36.3 62 11 22.9 263. 53. 5.0 249. 50. 5.0 319. 52. 6.1 278. 30. 9.3 4 4

HDFALL LW3.8 12 36 36.3 62 12 224 55. 45. 1.2 51. 43. 12 164. 46. 3.6 88. 26. 3.4 4 4

HDFALL _LW3.9 12 36 36.4 62 12 3.3 139. 48. 2.9 218. 46. 4.7 159. 46. 34 174. 27. 6.4 4 4

HDF_ALL _LW3_10 12 36 36.4 62 13 40.2 217. 49. 4.4 248. 49. 5.1 209. 49. 4.2 225. 28. 7.9 4 4 0.556

HDF.ALL LW3.11 12 36 37.9 62 11 40.8 162. 47. 3.4 228. 47. 4.8 167. 51. 33 187. 28. 6.7 4 4 LW2, R, 0.078

HDF.ALL .LW3.12 12 36 37.9 62 11 3.4 274. 64. 4.3 190. 63. 3.0 172. 59. 29 215. 36. 6.0 4 4

HDF.ALL LW3.13 12 36 38.3 62 12 50.8 82. 38. 21 153. 38. 4.0 141. 39. 3.7 125. 22. 5.7 4 4 R

HDF.ALL LW3.14 12 36 39.0 62 14 22.1 55. 58. 1.0 108. 57. 19 177. 60. 29 110. 34. 3.3 4 4

HDF_ALL LW3_.15 12 36 39.6 62 12 43.3 213. 37. 5.7 282. 37. 7.7 330. 36. 9.1 275. 21. 13.0 4 4

HDFALL .LW3.16 12 36 40.7 62 10 41.0 204. 82. 25 166. 74. 23 107. 89. 1.2 161. 48. 34 4 4

HDFALL LW3.17 12 36 41.1 62 11 20.3 148. 48. 31 83. 46. 1.8 177. 47. 3.8 135. 27. 5.0 4 4

HDF.ALL .LW3.18 12 36 42.1 62 15 485 651. 113. 58 156. 120. 13 331. 122. 2.7 397. 68. 5.8 3 3

HDF.ALL .LW3.19 12 36 43.8 62 12 44.4 197. 33. 6.0 211. 32. 6.7 231. 32. 7.1 213. 19. 11.4 4 4 R, 0.557

HDF_ALL _LW3.20 12 36 46.2 62 11 33.5 117. 40. 2.9 133. 40. 3.3 199. 40. 5.0 149. 23. 6.4 4 4

HDFALL .LW3.21 12 36 46.3 62 14 3.2 99. 38. 2.6 114. 38. 3.0 121. 38. 31 111. 22. 5.0 4 4 LW2, R, 0.960

HDFALL .LW3.22 12 36 46.4 62 15 30.2 72. 80. 0.9 408. 73. 5.6 292. 74. 3.9 264. 44, 6.1 3 4

HDFALL .LW3.23 12 36 46.7 62 10 38.9 191. 69. 2.8 273. 73. 37 344. 71. 4.8 267. 41. 6.5 4 4

HDF.ALL .LW3.24 12 36 46.8 62 14 475 107. 52. 2.1 140. 50. 28 147. 53. 28 130. 30. 4.4 4 4 R

HDF.ALL _LW3_.25 12 36 48.4 62 14 26.4 291. 45. 6.5 298. 45, 6.6 205. 45, 4.6 265. 26. 10.3 4 4 LW2, R, 0.139

HDF_ALL _LW3.26 12 36 49.3 62 14 5.6 57. 38. 15 100. 38. 2.6 115. 38. 3.0 91. 22. 4.2 4 4 0.751

HDFALL _LW3.27 12 36 49.8 62 13 12.3 281. 31. 9.0 247. 31. 8.1 222. 31. 72 250. 18. 14.0 4 4 R, 0.475

HDFALL .LW3.28 12 36 51.1 62 10 239 332. 114. 29 374. 123. 3.0 | 409. 126. 3.2 367. 70. 52 4 4

HDFALL .LW3.29 12 36 51.2 62 13 14.7 140. 32. 4.3 26. 32. 0.8 53. 33. 16 73. 19. 3.9 3 3 LW2, R, 0.475

HDFALL .LW3.30 12 36 51.8 62 13 53.5 126. 35. 3.6 159. 35. 4.5 120. 36. 3.3 135. 21. 6.5 4 4 R, 0.557

HDF.ALL LW3.31 12 36 53.0 62 11 105 183. 52. 3.5 98. 50. 2.0 231. 49. 4.7 170. 29. 5.9 4 4

HDF.ALL LW3_.32 12 36 53.3 62 11 34.0 149. 41. 3.6 149. 42. 35 169. 42. 4.1 155. 24. 6.4 4 4 R

HDF_ALL _LW3.33 12 36 53.8 62 12 51.5 154. 31. 4.9 133. 31. 4.3 144. 33. 4.4 143. 18. 7.9 4 4 0.642

HDF_ALL _LW3_34 12 36 57.9 62 14 56.6 97. 60. 16 156. 65. 24 260. 62. 4.2 170. 36. 4.7 4 4 R

HDF_ALL .LW3.35 12 36 58.9 62 12 5.4 138. 42. 3.3 103. 44, 2.4 225. 43. 5.3 156. 25. 6.3 4 4

HDF.ALL _LW3_.36 12 37 0.0 62 14 53.3 273. 62. 4.4 356. 66. 5.4 280. 65. 4.3 301. 37. 8.1 4 4 0.761

HDF.ALL .LW3.37 12 37 19 62 11 23.0 146. 67. 22 164. 73. 23 420. 76. 5.6 235. 41. 5.7 3 4

HDF.ALL LW3_.38 12 37 2.8 62 14 2.6 148. 48. 3.1 128. 49. 2.6 228. 48. 4.8 167. 28. 6.1 4 4

HDF.ALL LW3_.39 12 37 5.9 62 11 51.7 214. 7. 2.8 385. 75. 5.1 467. 78. 6.0 359. 44. 8.1 4 4

HDF_ALL _LW3_40 12 37 8.3 62 10 53.9 618. 266. 2.3 367. 294. 1.2 410. 273. 15 501. 160. 3.1 4 4 R

HDFALL .LW3.41 12 37 9.6 62 12 34.6 372. 96. 3.9 206. 98. 2.1 234. 90. 2.6 267. 54. 4.9 4 4 star
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Fig. 9. HDF optical f814 map (grey scale) overlaid with the LW3 contour of the 3 coadded rasters. The contour is at abeuletred. 'he
outside contour (as defined by a minimum redundancy of 2) delimits the region where the source searching algorithm was applied.

statistics on number counts. In the final Taljle (6), 34 objects inthe central common HDF area, the same sources are found
are above the 4 limit of typically 100 to 150uJy in an ap- in differentcompletely independerdsters. Indeed by com-
proximate area of 25 arcnminThe best sensitivity limit quoted  paring TableEI81415 aidl 6, one can note the overall satisfac-
is obtained with an effective on-source integration time of 2.7 tory photometric and astrometric consistency of the sources,
hours. Number counts are discussed by Aussel et al. (1998). within the stated error bars, for example HDH/3_9,
¢ HDF-3LW3.5 correspond to HDRALL _LW3.25, and
HDF-2 LW3_14, HDF-3LW3_10, HDF-41LW3_23
agree with HDEALL _LW3_33. Strictly speaking, this argu-
ment does not hold for the sources that helped in correcting
— for the strong sources which are detected in individual the astrometry.
rasters, the statistical significance in each of the subrasters
(compare the signal-to-noise ratio S/N; to S/N, in Ta- The complete identification, as well as the detailed compar-
bled 3[4 b) is lower than the total result but the flux estimaison with the source list given by Goldschmidt et al. (1997),
is in agreement with the final map flux within the error barRowan-Robinson et al. (1997) and Aussel et al. (1998) and by
(the quality factors are always large) radio surveys, as well as the analysis of supplementary data

The overall reliability of the method can now be assesse
both internally and externally:
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Fig. 10.HDF K band near IR map (grey scale) overlaid with the LW3 contour of the same 3 coadded rasters. The contour is at about the 3
level.

taken as a repeat of LW2 observations will be dealt with in@ept in the mid, far infrared or radio domains. Another example
forthcoming paper. A third external level of consistency can ds HDF_ALL _LW3_24 which is associated with a radio source
ready be made: more than a third of the HDF LW3 sources adentified with a R, 5=23.9 elliptical galaxy by Richards et al.
found in the VLA radio sample of Richards et al (1998). ThE1998). Tabléb gives the redshift (when available in the internet
analysis of Figl P and Fi§. 10 already reveals that, in the centliats, Cowie et al. 1998) of the galaxy which is the brightest and
HDF area, one always finds one or several bright counterpartagarest source (within 6 arcseconds) to a given ISOCAM source
the optical (B magnitude less than 22). An even more clear ¢irt a simple eye-ball sense). Almost all redshifts are within the
case is that the sources can also be always associated withGaito 1 range. We are probably seeing the PAH spectral fea-
counterpart of relatively bright 17 to 18 magnitude, except foures around.7 um redshifted in the LW3 band. The fact that
one source HDFALL _LW3_20 at the lower west border with most of these sources are not detected in LW2 (when observed)
RA=12 36 46.2 and Dec= 62 11 33.5 (confirmed in LW3 obseput detected in K means that LW2 witnesses the break between
vations by the 2 rasters HDF43V/3 and HDF-4LW3). This stellar emission and interstellar dust emission, for the ISOCAM
could be a good example of a galaxy very dim in the opticedDF source redshifts. Two double sources can be spotted in this
(29th magnitude) and near-infrared domain relative to its mithble. These are HDALL _LW3_13 with 15, and 27 with 29.
infrared luminosity, for which no redshift can be measured ex-
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Only one object is a star (at the border of the map) and noRaferences

galaxy: HDEALL 1 W3 41 (see Aussel et al. 1998). Abergel A., Boulanger F., Bernard J.-P., et al. 1996, AGA 315, L329

It is clear that the redundancy of the rasters plays a CWﬂssel H., Elbaz D., Starck J.-L., Cesarsky C.J. 1997, in Extragalactic

cial role in assgssing the reliability of sources. The reliability Astronomy in the Infrared, eds. G. Mamon, T. Thuan, J. TranhVan

of our method is clearly demonstrated here on the HDF ISO- (Gif-sur-Yvette:Ed. Frontieres), in press

CAM data, because of their large (up to 50-100) redundangyssel H., et al. 1998, A&A, in press

It will be used in various other ISOCAM deep surveys, wher@esarsky C., Abergel A., Agrse P., et al. 1996, A&A 315, L32

such a redundancy cannot be afforded. It is shown here tRatvie L., etal. , 1998,

the temporal triple beam-switch method plus a classical spa- http://www.ifa.hawaii.edut-cowie/ hdflank/ hdflank.html &

tial detection on an optimally coadded map of individual mea- http://www.ifa.hawaii.edut-cowie/ ktable.html _

surements allow the source noise to be less than 2 parts [piéKinson et al. 1997, in preparation, (see http://www.stsci.edu/

ten thousand of the zodiacal background (as numerically found ftp/sue.nce /hdf/clearmghouge/ irim/iriimaf. htmi)

with the present data). The method is linear and does not dg8|dSChm'dt P, Ol'Ve.r S J., Tc’e”e?m S, B: G., et al., 1997, MNRAS

L . . 289, 465 (see on internet: http:// artemis.ph.ic.ac.uk/ hdf)

in different ways with hlgh. and low f_qu sources (as long 3%in M. J.. 1985, MNRAS 214, 575

they are small compared with the zodiacal background). This;igis 3. F., Tyson J. A., 1981, AJ 86, 476

achieved with a modest-size telescope and modest-size detqsgbbmar R., 1983, A&A 117, 46

array with a strong reaction to cosmic rays and with some NnaRichards E. A., Kellermann K. I., Fomalont E. B. et al. , 1998, ApJ, in

linear behaviours. Finally, we note that the LW3 map is above press

the camera confusion limit by a factor two. Rowan-Robinson M., Mann R. G., Oliver S. J., et al., 1997, MNRAS
289, 490 (see on internet: http:// artemis.ph.ic.ac.uk/ hdf)
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